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1 PROBLEM STATEMENT

Probability space is given as (Q, &, P). Suppose X1, X», ..., X;, are mutually independent ran-
dom variables (r.v.’s). To distinguish between mutual independence and pairwise indepen-
dence, refer to Definition 3.1 and its follow up Warning in [1]. Denote the sigma-field gener-
ated by X; as 0 (X;) and the sigma field generated by a sequence of of r.v.’s (X;) ;’il aso((X;) ;’il).

Prove that the sigma-filds 0((Xl~)?:‘11) and o(X},) are independent.

2 ELABORATION

To show o ((X;) ;’:‘11) and 0 (X}) are independent, by Definition 1.6.1, [2], we need to show that

VAeo((X)") and VB € 0(X,), the condition

P(AnB)=P(A)nP(B) (2.1)
always holds. We proceed by four steps.

1. Forthose AV e U:lz_lla(X,'), byindependence between X; and X;, wherei =1, 2,..., n—1,
we know Eq. (2.1) holds VB € 0 (Xy,).

2. For those A® = Ui:lAch where Agcl) e U lo(X;) and A® ¢ U lo(X;), we first group
Agcl) by which o'(X;) it belongs to. Then A? = u"~! S{) where S} = U pgy(m)Ag) where
P(m)={pe NIA;,D € 0(X;,)}. Then as a direct result, we have S(,,ll) € 0(Xp). So our goal
is to prove

P(A®B)=P(A?)P(B).



Since A® = U1 S, we need to show
P(W2 s nB) =P S)P(B). 2.2)
Then we start with the case P((U2,_, S%) n B) = P(U2,_, SY)P(B).

P(SVus)nB)=P(S"nByuS nB))
=PV nB)+P(SY nB) -P((S" nB)n(SY N B))
=PSB +P(SY nB) -PSY NS nB). 2.3)

Since Xj, ..., X, are mutually independent, Eq. (2.3) can proceed as follows.

P((S1P usi”)n B) =P(SV)P(B) + P(ST)P(B) - P(S{)P(SI)P(B)
= (P + P - PsP)PSI))P(B)
=P usp). (2.4)

So we show Eq. (2.2) for the case U”m;lsS(,,ll) = ¢. To proceed to the case P((Ufn:lS(,,ll)) N

B) = P(U%ZIS%))P(B), we need to show that Sgl) U S;”, Sél) and B are mutually inde-
pendent. Indeed, we can show that
PSP us)nsP nB)=pP((s{’ us)n(SY’ n B))
=P((S"' NS nByuSY NS nB))
=P(S" S nB)+P(SY NS nB)-
P((S"' NS nB)n(SY NSl nB))
=P(S"' NSV nB)+PSY NS nB) -PSP NS n s nB).

(2.5)
Since Xi, ..., X;; are mutully independent, Eq. (2.5) can proceed as follows.
P((S{" us) NS nB) =(P(s™) + P(SSY) - P(S{P(SY))P(SSY)P(B)
=P +P(S) - P(SY n SP))P(SY)P(B)
=P(s{" usPS{)P(B). (2.6)

Therefore, we can proceed like Eqgs. (2.3) and (2.4) till n— 1 to prove Eq. (2.2).

. Denote the collection of A% as €. Due to how A? is defined, we know € n (ul’.lz_ll
0(X;)) = ¢. Define A®) = U, Aj, Aj € ¢ u(u’!o(X;). Denote U§:1AJ' = Sk. Then we

know S € €U (u:?z‘ll o(X;))and S; € S» ... Sy, <..... Then we know U§:1AJ' = u;?ZISj
and UC;ZIA]' = U(]).(;IS]'.

P(A® N B) =P((U,A)) N B)
=P((UR,S))NB). 2.7)



We can show that (U¥_; §;)n B =U%_, (S;n B) and (U, S)) N B = U3, (S; N B). Denote
Cij=SjnB.Thenwehave C;cC,c...cCy<....

P(A¥ nB)=P(UR, (S;nB))
=P(UR,Cp. 2.8)
Due to continuity from below in [2], as a direct result of C; € C> < ... € Cj, < ..., we have
P(A® N B) = lim P(C))
J—0oo

= lim P(S; N B). 2.9)

J—oo

Since Sj € € U (U 0(X;)), by the proof of step 1 and 2, we have P(S; N B) = P(S;)P(B)
V j. Therefore, we can proceed as follows.

P(A® N B) = lim (P(S;)P(B))
J—0o0o
= (lim P(S;))P(B)
j—oo
=P(US,S)P(B). (2.10)

Since A® = U%,S;, we have the result.

4. Similar steps can be applied to proceed for any A € 0((Xl~)l’.l:_11

to first three categories.

) which does not belong
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