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1 PROBLEM STATEMENT

Probability space is given as (Ω, F , P). Suppose a sequence of random variables (r.v.’s) de-

fined on the probability space as X1, X2, ... converge almost surely to X which is defined on

the same probability space, then we have P(C ) = 1 where C is defined as

C =

{

ω ∈Ω| lim
n→∞

|Xn(ω)−X (ω)| = 0
}

. (1.1)

Prove the following equivalent class:

P(C ) = 1
1

⇐⇒ P(C c )= 0
2

⇐⇒ P(∪∞

k=1 A(
1

k
)) = 0

3
⇐⇒ P(A(

1

k
)) = 0, ∀k

4
⇐⇒P(A(ǫ)) = 0, ∀ǫ> 0

5
⇐⇒ lim

m→∞
P(Bm(ǫ)) = 0, ∀ǫ> 0

6
⇐⇒ lim

m→∞
P(∪n≥m An(ǫ)) = 0, ∀ǫ> 0

where An(ǫ) = {ω ∈Ω||Xn(ω)−X (ω)| > ǫ}, Bm(ǫ)=∪n≥m An(ǫ) and A(ǫ) =∩∞
m=1Bm(ǫ).

2 ELABORATION

We proceed step by step.

1. The first equivalence is directly given by the axioms of probability measure P. 19 [1].

In fact, in general measure theory where the measure is denoted by µ, to state some

property holds almost everywhere, which in this case is converge almost everywhere

(almost surely), it is defined to be µ(C c ) = 0 where set C is where the condition holds,

as seen in Definition 5.2, P. 148 [2].
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2. We know by P. 180 [1] that C defined in Eq. (1.1) can be rewritten as

C =∩
∞

k=1 ∪
∞
m ∩n≥m{ω ∈Ω||Xn (ω)−X (ω)| ≤

1

k
}.

Then we have

C c
=∪

∞

k=1 ∩
∞
m ∪n≥m{ω ∈Ω||Xn(ω)−X (ω)| >

1

k
}.

If we plugging in the definition of the sets A(ǫ), Bm(ǫ) and An(ǫ), we can rewrite the

above equation as

C c
=∪

∞

k=1 ∩
∞
m ∪n≥m An(

1

k
), (2.1)

C c
=∪

∞

k=1 ∩
∞
m Bm(

1

k
), (2.2)

C c
=∪

∞
k=1 A(

1

k
). (2.3)

Then by the set equality given by Eq. (2.3), we have the second equivalence relation

holds.

3. The relation

P(∪∞
k=1 A(

1

k
)) =⇒ P(A(

1

k
)) = 0, ∀k

is fairly obvious since A( 1
k )⊆∪∞

k=1
A( 1

k ).

As for the inverse direction, namely

P(A(
1

k
)) = 0, ∀k =⇒ P(∪∞

k=1 A(
1

k
)),

we know by [Note 18] that for a sequence of events (Ek)∞
k=1

, the following property holds

P(∪∞

k=1Ek )≤
∞
∑

k=1

P(Ek ). (2.4)

Then denote A( 1
k ) =Ek , we have

P(∪∞
k=1 A(

1

k
)) ≤

∞
∑

k=1

P(A(
1

k
)).

Since P(A( 1
k )) = 0, ∀k , by formal definition of infinite series and the definition of its

convergence and rule for assigning value for it, refer to Definition 7.2.1 and Definition

7.2.2, P. 164 [3], we know that

∞
∑

k=1

P(A(
1

k
)) = lim

N→∞

(

N
∑

k=1

P(A(
1

k
))

)

.

Since P(A( 1
k )) = 0∀k , then

∑N
k=1

P(A( 1
k )) = 0 ∀N . Then their limit must be 0, namely

limN→∞

(

∑N
k=1

P(A( 1
k ))

)

= 0. Therefore we have
∑∞

k=1
P(A( 1

k )) = 0. As a result, the impli-

cation in this direction is shown.
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4. By the definition of A(ǫ), we know if ǫ1 > ǫ2, then A(ǫ1) ⊆ A(ǫ2) and as a result P(A(ǫ1)) ≤

P(A(ǫ2)). Then ∀ǫ, ∃kǫ such that ǫ > 1
kǫ

. Conversely, ∀k , ∃ǫk such that 1
k > ǫk . By this

relation, the equivalence can be established.

5. By the definition Bm(ǫ) = ∪n≥m An(ǫ), we know that B1(ǫ) ⊇ B2(ǫ) ⊇ .... Then by A(ǫ) =

∩∞
m=1Bm(ǫ), due to Theorem 1.4.9, P. 22 [1], this equivalence relation is established.

Note that since we apply Theorem 1.4.9, then we know this equivalence relation holds

only for finite measure, and indeed P is a finite measure.

6. The equivalence relation is due to the definition of Bm(ǫ).
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